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EDITORS’ FOREWORD
Preconditions

Content
» Integrated skills that consist of multiple complex actions in a Sfluid sequence
and changing circumstances
Learners
o All learners
Learning environments
* Environments that have the appropriate tools (computers or other materi-
als)
« Instructional simulations or microworlds must have augmentations
Instructional development constraints

o Simulation or microworld cost must not exceed either available resources
{money and time) or benefits

Values

about ends (learning goals)
+ Understand principles and relationships in dynamic systems
» Developing skills for dealing with complex systems
about priorities (criteria for successful instruction )
» Effectiveness, efficiency, and appeal can all be maximized, as long as the user
population is large enough to make it economical,
about means (instructional methods)
» The learning experience should be adaptive, generative, and scalable.
+ The learning experience should involve authentic tasks and contexts,

» The learning experience should involve a dynamic model of physical and/
or conceptual systems.

» Learner interactions with the model should result in state changes.

« The learning experience should have at least one designed augmenting in-
structional function.

about power (to make decisions about the previous three)

+ Learners are active participants who have some degree of free agency within
the simulated environment.

Universal Methods

L. for the content function

« Create an abstract model first, then a computerized model.
Select the “right” model.
Select the appropriate type(s) of models (environment, cause-effect, or
performance model).
Select the appropriate forms of models (semantic networks, produc-
tion rules, equations, Bayesian networks, system dynamics. or obiect
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» Make a limited number of control points available to learners for ma-
nipulation of the system.

» Align the different kinds of fidelity and resolution of the model with the
learning needs, inasmuch as costs allow.

« Escalate performance difficulty by supplving progressions of advanced
models, advanced problems, or both,

2. for the strategy function (instructional augmentations)

» Design the physical setting and siting.

+ Design the social settings (participant roles and patterns of initiative-
sharing).

» Describe the properties of models and the range of performances that
encompass subject-matter goals, problem solving goals, and learning-to-
learn goals within each model.

s Assign instructional scopes {(goals) to event blocks and arrange them into
sequences (progressions).

» Specify event forms and classes.

« Design augmentation types and rules.

« Use a dramatic context,

s Design the means of supplying problem-related information to learners.

3. for the control function
» Provide user controls for each main function.
4. for the messaging function

« Generate message units that have certain elements of a human tutor,

 Use approaches for structuring messages.

« Use execution-time construction of messages.

5. for the representation function

s Generate and assemble representation elements,

« Change model states according to the cycles of the model.

« Consider giving the learner alternative vantage points.

+ Decide what representations a single message should be given.

« Design rules for the execution of the continuously changing displays.

» Design rules for manipulating time and space.

« Design traces that represent trends of change.

6. for the media-logic function
+ Execute representations and computations.
7. for the data management function

+ Manage data resulting from interactions.

« Design data collection points and variables,

» Decide on interpretation variables and rules.

+ Design a data-gathering framework.

o Decide on points at which to give information to the learner.

—CMR & AAC
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SIMULATION APPROACH TO INSTRUCTION

This chapter describes guidelines for the theory-based design of instructional
simulations and microworlds. It adds to earlier writing on simulation by Alessi
and Trollip (1991), de Jong and van Joolingen (1998}, Gredler (2004), Gibbons,
Fairweather, Anderson, and Merrill (1997), Munro, Breaux, Paltrey, and Sheldon
(2002), and Reigeluth and Schwartz (1989), in an attempt to foster a common
knowledge base in this area. Simulation and microworld design comprises
many independent sectors of what has become a large and prosperous industry
that creates products of great diversity in numerous subject-matter areas and
surface forms.

Simulation and microworld designs are more diverse in their surface features
than other instructional forms, and it is sometimes not possible to tell from the
surface whether a product is a simulation or a look-alike animation. It seems
almost impossible to define a set of design principles that apply to the large and
varied class of products called instructional simulations unless we identify design-
theoretic schemes that show the similarity of product designs under the surface.
We have organized this chapter around such a scherne, which is described later.
We will attempt to answer the questions:

» What are instructional simulations and microworlds?

» What underlying structural principles relate them together?

+» What design principles apply to the entire class of instructional simula-
tions and microworlds?

Defining Instructional Simulation

For the purposes of this chapter, instructional simulations ate defined as:

1. One or more dynamic models of physical or conceptual systems. ..

2. 'That engage the learner in interactions with the models that result in state
changes...

3. According to a nonlinear logic...

4. With supplementation by one or more designed augmenting instructional
functions...

5. Employed in the pursuit of one or more instructional goals.

An instructional simulation involves interaction with a dynamic, changing,
computable model; new states of the model are determined by the learner’s ac-
tions toward the model or by its own continuous computations. One can learn
from general purpose simulation models, but a general purpose simulation can
be considered instructional only if it is augmented with one or more auxiliary

instructional functions that assist the learner in some way during learner-model
interactinn (Gihharme 20001 Giihhane af al 1997 An mmnaniomeantad madsl haae
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limited instructional value, can create instructional inefficiencies, and can lead
the learner into misinterpretations and misconceptions.

Simulations are used in the training of integrated skills that consist of multiple
judgments, decisions, and actions that take place in a fluid sequence in response
to changing circumstances.! What is learned and practiced with the aid of an
instructional simulation is the ability to adapt action to a momentary problem-
solving need. Simulations provide practice in carrying out complex tasks and
also in selecting which tasks to carry out at a given moment. They can be used
to teach learning strategies and to help learners to achieve the capacity for self-
directed learning. Instructional simulations do this through augmentation within
an environment that includes some degree of scaffolding, coaching, feedback, or
on-the-spot instruction tailored to the circumstances and requirements of per-
formance. Because of this dynamism, the order of instructional events, messages,
and representations may be decided at the moment of need and constructed at
that moment from primitive elements and computed data.

Because simulations represent an adaptive and potentially costly form of in-
struction, three general criteria apply to the design of instructional simulations
(Atkinson & Wilson, 1969):

» The criterion of adaptivity—The ability to modify qualities of the instruc-
tional experience based on the actions of the learner

« The criterion of generativity—The ability to generate some portion of the
instructional artifact at the time of use

» The criterion of scalability—The ability to produce instructional experiences
in greater quantity without corresponding linear increases in cost

Defining Microworld

A microworld is a model-centered environment in which a model is constructed
by the learner, using parts and tools supplied by the designer {Colella, Klopfer,
& Resnick, 2001; Papert, 1993; Rieber, 1996). The model is then used by the
learner through guided or self-directed exploration and experimentation to learn
principles and relationships regarding the behavior of the model, as constructed,
under different experimental conditions. The construction of multiple models
and experimentation with each model provides learning about the sometimes
complex behavior of simple systems and, ultimately, about how to conduct
learning through self-directed experiment—an approach to instruction termed
constructionist (Kafai, 2006; Papert, 1993).

The microworld can be considered a species of instructional simulation. That
is, microworlds possess all of the characteristics of instructional simulations, but
the microworld concept has additional, specialized characteristics that not all
instructional simudations share:
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L. The dynamic model is designed and constructed by the learner.

2. A construction environment created by the designer allows a set of primi-
tive model-building elements to be joined together to embody and illustrate
canse—effect mode] relationships.

3. Tools within the construction environment may be provided by the de-
signer to support learning activities.

4. The set of construction elements is often themed. The elements are like
characters in multiple stories that the learner can tell.

5. The learner’s nonlinear interactions in constructing models and carrying
out model interactions are within a specific range constrained by the set of
elements supplied by the designer and the operational commands provided
by the designer for use by the learner.

6. One or more guided explorations and exploration supports are normally
provided.

The value of microworlds as an instructional tool depends on insightfud, dis-
ciplined design and execution by the designer of the construction environment
and the construction elements. Used casually or carelessly, the concept easily
deteriorates into a standard, procedural laboratory exercise. The main effect of the
microworld method requires the willing—even eager—participation of learners.
Through a scaffolded process they learn how to formulate questions that can be
answered through manipulations of constructed models, becoming knowledge
producers for themselves. In the remainder of this chapter, we will use the term
simulation to refer to microworlds as well as other kinds of simulations.

Simulation Architecture

The design architecture of an instructional simulation can be viewed as a com-
posite of many subdesigns, including: (1) a core that computes model state
changes; (2) a strategic system of model-experience augmentations; (3) a user
control system; (4) a message-generation system; (5) a system for creating surface
representation; (6) a system for executing the simulation; and (7) a system for
data management.2 A common approach to simulation design is to center the

b solution on a software architecture, but doing this indicates an implicit decision

that other parts of the design will be forced to fit the software architecture if
there is a conflict.
We will describe principles for instructional simulation design under the

seven functional headings named above:

1. Content function: Supply model content
2. Strategy function: Implement instructional augmentations
3. Control function: Provide user controls

[ - 2, Editors’ note: Note that these correspond to Gibbons' and Rogers’ seven layers of design (see chapter
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4. Messaging function: Generate message units

5. Representation function: Generate and assemble representation ele-
ments

6. Media-logic function: Execute representations and computations

7. Data management function: Manage data resulting from interactions.

Gibbons and Rogers (chapter 14, this volume) suggest that these functional
categories apply to instructional designs in general.

1. Content Function: Supply Model Content

This section describes principles for organizing the content functional module
of an instructional simulation. Simulation content takes the form of a dynamic
model. In this chapter the term model means an invisible but computable entity
capable of responding to operations upon it in an unpredictable order. Models
are dynamic replicas of real or imagined systems.

Principle: Abstract Models

Models should be documented independently, in the abstract, before they are
embodied into computer code or instructions for human enactment, in order to
avoid confusing the model in the designer’s mind with the computer program
or social structures that will enact it.?

Principle: The “Right” Model(s)

The selection of model(s) for instructional simulations sometimes requires subtle
distinctions on the designer’s part. Bransford, Brown, and Cocking (2000) remark
that “one is struck by the complexity of selecting appropriate models for particular
mathematical ideas and processes” (p. 168). It is important for designers to avoid
the common error of selecting models that are the most visible and interesting
or the easiest to build.* One design team was so fascinated with the surface
interactivity and multimedia attractiveness of an equipment model (a medical
analysis machine) that they forgot to design the performance model (making
judgments based on the equipment’s output) that was of real interest.

Principle: Three Kinds of Models

The simulated model may consist of a single model or a suite of models that
interact. Models used for instructional simulations are of three kinds: (1) envi-

3. Editors’ note: This does not describe what the instruction should be like, rather whai the plan-
ning process should be like. Therefore, it is instrctional-planning theory, not instructional-event
theory.

4. Editors’ note: Again, this is instructional-planning theory, and it is at a very imprecise level of
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ronment models; (2) cause-effect system models; and (3) performance models,
"The environment model provides a context for the cause—effect and human per-
formance models. The environment model is seldom the focus of instruction,
but the designer must design it, because it generates events that influence the
states of the other two models. Cause-effect models mimic cause-effect systems
that are natural or human-made. An expert performance model observes and
interprets these other two models, makes predictions concerning their future
states, discovers or explains cause—effect relationships, operates or controls the
models, responds to unexpected changes in model state, and influences the
models toward a desired future goal state.?

Principle: The Form of Models
Models can take the form of:

Semantic networks. These consist of conceptual networks of meaning nodes
and the named relationships among them—propositional knowledge.
Production rules. These are “if...then..” rules constituting decision-action

subject-matter.

Equations. These include mathematical and logical formulas that describe a
system’s behaviors without describing the inner workings of the system.
Such collections of formulas normally also specify an order in which the
formulas are to be applied, with the output of earljer computations being
used as input variables to subsequent computations.

Bayesian networks. These networks define probabilistic pathways between
system states. Bayesian networks can be used to represent both conceptual
and performance-related content.

System dynamics models. System dynamics models (Milrad, Spector, &
Davidsen, 2002; Spector, 2000) identify the elements of a system, along
with the input and output variables associated with each element. Formulas
or rules are associated with element-to-element relationships and allow
computations to update system values in response to events and variable
value changes. System dynamics models are useful for describing in detail
the cause-effect linkages within a complex system.

Object models. Model content can be captured as a collection of objects,
each with its own identity, variable set, behaviors, rules for recomputing
internal variable values, and rules for communicating information to other
objects through interobject messages.s

5. Editors’ note: Again, this is instructional-planning theory at a very imprecise level.
6. Editors’ note: This whole section on forms of models is purely descriptive. There is no design theory
here. However, it is certainly useful for designers to understand the forms. This shows the value in
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Principle: Input/Output Variables for Each Model

A learner learns from model interaction by observing effects (or output states)
that are linked to direct and indirect causes (input states and operations of the
model). A limited number of model control points must be made accessible to
learners through which input variables can be manipulated. The model uses
these values to recompute its output states. The simulation should make clear
the specific input variables that the learner will be able to influence, as well as
variables that can be influenced by the environment model and other models in
the simulation. The designer should also identify the recomputed values that are
to be shown to the learner as model outputs, Once thislist of variables is obtained,
it must be continually maintained as the design evolves, because it is the connect-
ing link between model features and learning performance requirements.

Principle: Fidelity and Resolution Levels

Models by definition lack fidelity and resolution when compared with the sys-
tem that is being modeled. We call this mismatch the level of denaturing of the
model {Gibbons, 2001; Gibbons et al., 1997). Denaturing is inevitable because
media cannot represent reality faithfully, especially reality taken out of context.
A representational medium therefore changes either the exactness (fidelity) of
the representation or its granularity {resolution). The fidelity and resolution
levels of models must match the learning need within the constraints of simula-
tion costs.

Fidelity. Fidelity describes the degree of resemblance between reality and its
model. Fidelity is clearly a factor in the transfer of learning from model situations
to real situations. There are few clear guidelines on choosing fidelity levels,” and
there is much street wisdom that is easily discredited by real evidence. There
are many dimensions to fidelity, and a designer must prioritize them according
to the given design problem:

« Fidelity related to learner action-taking
« Task fidelity—How closely the actions taken by the learner resemble
actions taken in real environments
« Environmental fidelity—How closely the sensations in simulated re-
sponse environments resemble the sensations produced in real environ-
ments (smells, spaces, sounds, etc.)
» Haptic fidelity—How realistic control actions feel as they are executed
» Fidelity related to processing of learner actions by the model
» Speed/Timeliness—The resemblance between model speed and response
timing and real speed and timing
» Accuracy—The accuracy of model computations compared to real
outcomes

7. Bditarsd siote: Thic ie t0 cav that decion thenre cheriBrally motrirtinmnal-suent thoare has wat wot.
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» Exaciness—The degree to which the operations of the modeling mecha-
nism resemble real mechanisms :
- Fidelity related to the external representation of the model’s states and
actions
* Realism—The degree to which sensory experiences from external rep-
resentations of the model conform to sensory information available
in real settings

Fidelity issues are critical in instructional simulations because much infor-
mation is conveyed through nonverbal channels: through visual and auditory
channels for most simulations, and in the case of virtual reality environments
through kinesthetic and haptic sensations. Learner processing of poorly designed,
poorly synchronized, nonverbal information can produce tacit misconceptions
in the learner. Reigeluth and Schwartz (1989) suggest that several factors should
influence the degree of fidelity in instructional simulations: (1) potential for
creating a cognitive overload; (2) ability to promote transfer oflearning; (3) pos-
sible motivational appeal; and (4) cost.® Lathan, Tracey, Sebrechts, Clawson, &
Higgins (2002) frame fidelity decisions in a way that suggests three approaches a
designer might take in varying fidelity: media replacement, filter and threshold,
and transformation.

Resolution. The resolution of a model can be defined as the level of detail or
granularity at which it represents the reality to the user. The resolution of a model
is somewhat analogous to the resclution of the computer screen: the higher the
level of resolution, the more the detail can be discriminated and, up to a point,
the more the information conveyed. In the case of dynamic models, resolution
can be measured in terms of: (1) inputs and outputs of the model and (2) the
unit of timing used as the basis for recomputing model values.

Instruction using simulations can be described as the progressive disclosure
of a systerm’s complexity (Burtorn, Brown, & Fischer, 1984; Gibbons et al., 1997;
White & Frederiksen, 1990). Resolution that systematically changes as instruction
progresses can be used as a means of evolving model complexity over time, dis-
closing increasing levels of system detail. Lesgold (1999) proposes that designers
should incorporate into their models those elements that the learner can use in
reasoning and leave alone esoteric and detailed descriptions of technical systems
from which learners cannot benefit. In this view, a designer can often select the
details of a model on the basis of the inputs and outputs that the learner must
observe and act upon.

Principle: Model (and Problem) Growth Patterns

As experience with a set of models accumulates, performance that was once a
challenge to the learner becomes easy, and the designer can escalate difficulty
by supplying progressions of advanced models, advanced problems, or both.
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Progressions of increasingly complex models are described extensively by White
and Frederiksen {1990, 1998). Instructional use of increasingly complex practice
worlds is described by Burton et al. {1984).

2. Strategy Function: Implement Instructional Augmentations

Strategy design involves describing the context of instructional settings, social
arrangements, goals, resource structures, and events supplied by the designer to
augment the learner’s interaction with the model. This has been referred to as
the “environment of instruction” We will refer to these as the instructional aug-
mentation of the mode] and also refer to it as the learning companion function.’
Within the strategy’s functional design there are many distinct subfunctions.
The designer must specify:*

» Physical settings {classrooms, terminals)

« Social settings that include participants, role expectations, initiative
rules

» The structure of instructional goals

« The assignment of goals to event blocks and the sequencing of event
blocks

» The specification of event forms and classes

+ The strategy (augmentation) rules for event classes

+ The use of dramatic context

« The means of supplying problem-related information to learners

These constitute a set of designed site, social, goal, time, event, and product
structures within which multiple agents, including learners, peers, instructors,
and software can carry out a dynamic instructional conversation.

Principle: Setting and Siting of Instruction

Setting refers to the physical instructional environment and its furnishings. Siting
involves the design and configuration of virtual places and their connectivity.
These represent major commitments for design and infrastructure-building,
Settings for the use of instructional simulations today include homes, specially
designed and situation-related training suites, PDA-friendly wireless environ-
ments, and electronic classrooms and labs (Dede, 2004; Schauble & Glaser,
1996). Because of this, siting raises new issues of speed, responsiveness, presence,
context, persona, and immediacy. Designs may need to include the configura-
tion of software architectures for creating temporary networks of learning sites.

9. Editors’ note: This approach of identifying terms that other researchers have used is highly recom-
mended for helping to butld a common knowledge base.
10. Editors’ note: In a certain sense, this is guidance (design theory) because it tells the designer

airlind alin av ha viior A ITAsionse 3F 12 At i avteasaslo Jmnvestes loual Af Ascrvintinn fav it Ansc vnt
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They may also include determining communication channels among sites and
the design of shared representational workspaces.

Principle: Social Context

Social context must be an important consideration in designs, because the
increasing use of multinser simulations forces the designer to consider the im-
plications of the societies they automatically create. A social context causes the
designer to define the forms and patterns of communication that can take place
arnong learners, instructors, and instructional agents. In some cases, such as the
training of team activity, the social context is determined by the nature of the
task. In other cases, social context may be tailored by the designer specifically
to represent other values, such as the need to overcome cultural barriers (Cole,
Engestrom, & Vasquez, 1997), the need to learn cooperation skills, or the need
to form or take advantage of an existing community of practice (Lave & Wenger,
1991). An excellent sumunary of social issues is given by Lehrer and Schauble
(2006). Two aspects of the social context are of special importance to simulation
design: participant roles and patterns of initiative-sharing.

The learner’s role in a simulation-centered activity is dynamic, changing
sometimes moment-by-moement. It involves the sharing of initiative with peers,
instructors, and instructional agents (Colella et al., 2001; Gibbons et al., 1997;
Johnson, Rickel, & Lester, 2000; Resnick, 1997; Rieber, 2004). Roles must shift
as instruction progresses, placing increasingly greater responsibility for learn-
ing tasks and initiatives on the learner." Instructional support must fade, and
learner initiative must increase. Lave and Wenger (1991) suggest that specific
role assigniments are not as critical as the fact that role expectations come to exist
within a community and that they be known to, and accepted by, both learner
and instructor. Some details of role assignments, however, do appear to make a
difference. Problem-based learning (Barrows, 1998; Barrows & Tamblyn, 1980)
and reciprocal teaching (Brown & Palincsar, 1989) depend on learner acceptance
and execution of a precisely defined role. Failure to carry out the role can result
in failure of the strategy. In both cases, learners participate in modeling expert
performance within a context of scaffolding that gradually fades.

Rules for initiative sharing become more important as the role of the learner
grows. Instructional simulations can offer the learner opportunities not only for
responding, but also for taking the initiative in areas of strategy implementation,
nensequential event control, or spontanegus messaging and conversation.
Microworlds in most cases require that the learner take the initiative for one or
more of them. Space does not allow for detailing of the dimensions of strategy
in which initfative can be shared with, negotiated with, or placed on the learner
and the different patterns of initiative-taking that can be constructed from these
dimensions (Fox, 1993). A simulation designer, however, must deliberately plan

11. Editor’s note: This method, helping learners to assume greater responsibility for their own
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the possible initiative states, their patterns of changing, and the mechanism for
negotiation of the change.

Principle: Instructional Goals

Traditional views of instructional objectives are challenged by the nature of
simulations, whose instructional goals simultaneously may include subject-
matter goals, problem solving goals, and learning-to-learn goals (Collins, mH.oqu
& Newman, 1989). The fragmented, content-centered goals of the past nob.mﬁ
with performance-centered, integrated (skills, attitudes, values) goals required
for simulation design. .
The scope of action within a simulated environment is s0 g.omm. and the inte-
gration of goals so extensive that to define instructional goalsasa list of mmm_mﬁ.;m
statements is impractical. A more useful method is to describe the properties
of the subject model(s) and to define the desired range of performances learn-
ers should be able to demonstrate with respect to models (Gibbons, Nelson, &
Richards 2000a, 2000b, 2000c).”* This form of instructional goal can be generally

expressed as:

Within <environment>

one or more <actor>

executes <performance>

using <tool>

affecting <system or system process>
to produce <outcome, artifact>
having <properties, qualities>.

During design this can be used as a beginning point for determining more
detailed requirements through deduction for the environment, cause-effect, and
expert performance models.

The global objective is formed in terms of the ranges of values that can be
used in each of the variable positions in these statements. This creates a bridge
between analysis and design processes by identifying goals in terms oﬂ%m ms.,mm
types of models that must be created, and at the same time it defines a simulation
scope: the outer bounds of what must be simulated (Gibbons et al., 1997).

Principle: Specific Instructional Event Goals and Goal Progressions

Individual, transient, momentary instructional scopes—instructional goals—can
be framed against the backdrop of this comprehensive simulation scope and
related to specific time-bound instructional events. These consist of statements

12. Editors’ note: This is curriculum design-theory, appropriately integrated with instructionai-
event theary and instructional-planning theory.
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that momentarily restrict the ranges of the variables described above to within
particular values. Individual instructional scopes defined in this way can be
used to form progressions of models, trajectories of performance expectation,
and performance assessment points (White & Frederiksen, 1990). The work
model concept proposed by Bunderson, Gibbons, Olsen, & Kearsley (1981) and
the elaboration concept proposed by Reigeluth (1999) give useful terminology,
process, and product guidelines to the designer.

Many principles can be used for sequencing the progression of instructional
scopes (goals). These can include ordering for rapid coverage, ordering for maxi-
mum coverage in minimum time, ordering in step sizes matched to the learner’s
rate of progress, ordering according to cognitive load, and ordering to maximize
exposure to the widest range of problems."* A general sequencing principle for
instruction in skills is described by van Merrignboer (1997).

Instructional simulations may: (1) make use of a fixed sequence of problems;
(2) provide dynamic computation of problem sequences; (3) allow learner selec-
tion of problem sequences; or (4) permit the learner to form the instructional
goal. Whichever of these is used, the selection of problems and their sequence is
critical to maintaining and adjusting levels of engagement and challenge during
simulation instruction. Vygotsky’s concept of the zone of proximal development
{1978) tmplies a sequencing principle based on learner readiness.

Selection of goal sequences also implies that problems can be scaled with
precision along multiple dimensions of difficulty and indexed according to those
dimensions. Studies of domain structure by Bunderson, Wiley, and McBride
(chapter 15, this volume), Strong-Krause (2001), and McBride (2005) suggest
that this kind of indexing may be possible, but the process of scaling is complex
at present and requires very large databases.

Principle: Standard Event Forms

Our most common shared design language terms describing event forms include
lesson, lab session, recitation session, and so forth. These terms are generic and
do not have sufficient precision to guide a simulation design without additional
specification. A simulation designer should define a small number of event
forms that can be repeated using different specific content. Event forms define
the granularity of instructional elements that can be sequenced. Events during
an instructional simulation may occur in unpredictable orders, depending on
the flow of responses that make up the learner’s side of an instructional conversa-
tion. Event forms define the patterns this conversation can employ. A simulation
experience in this sense is an emergent phenomenon.

13. Bditors” note: While this describes several methods for sequencing, to be design theory it
would need to indicate when to use each method (situationalities), and it would also be helpful to
provide more precision—details about how to use each method.
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Principle: Augmentation Types and Rules

Augmentation in an instructional simulation supplies that part of the instruc-
tional experience (including information and interactions) not generated by
the model. Augmentations may consist of many different functions, including:
providing reminders, suggesting analogical or metaphorical associations, direct-
ing attention, performing parts of a difficult task for the learner, giving sugges-
tions ot hints, providing explanations, demonstrating, delivering assessments,
evaluating or guiding self-evaluation, diagnosing causes, prescribing action,
posing questions or challenges, and many other functions. In instructional
simulations augmentations work in parallel and in synchronization with model
functions, providing information and interaction that is relevant to current
learning tasks.

Augmentations support the learner’s actions of model observation, model
interpretation, decision making, organization and processing of new informa-
tion, recalling, acting, judging, valuing, and evaluating, The model generates
information that can be made available to the learner about model operations;
angmentations supply additional information that helps the learner to use model
information to learn.

Augmentations chosen for inclusion in a design make up the learning com-
panion functions for the simulation, whether they are human or computer
administered. The learning companion is especially important in helping the
learner to become self-aware and self-directed with respect to learning processes:
to realize that deliberate metacognition can improve learning-directed initiatives
(Collins et a., 1989; Elen & Clarebout, 2005). The plan for augmentation func-
tions must specify a set of primitives to be used in augmentation events and a
set of rules describing the conditions under which augmentation events occur.
The augmentation plan should provide for a staged diminishment of augmenta-
tion that encourages increasing learner reliance on personal decision-making,
judgment, and initiative.'*

Principle: Dramatic Context

Instructional problems can be posed within the context of hypothetical situa-
tions occurring within simulated, fictional, or imaginary performance settings.
Scenarios using narrative techniques can create an imaginary world that involves
symbolic personas in representative dramatic roles that have goals and encournter
and overcome obstacles to reach them (Schank & Berman, 2002). These can be
completely realistic or completely imaginary (Barab, Thomas, Dodge, Carteaux,
& Tuzun, 2005; CTGY, 1992; Metcalf-Jackson, Krajcik, & Soloway, 2000}.

14. Editors’ note: This defines a set of situationalities for selecting the different types of aug-
mentations (methods). However, the level of precision is such that specific situationalities for each
augmentation are not provided,

12 Tt meter Thace lust two sentences provide some design theory (primarily instructional-

[
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The use of a scenario or story setting for the problem implies the need to
design the problem solving environment, which may include something as un-
.noEw:nmﬂmm asa simple interface or as complex as a world made up of connected
ﬂmoﬁswﬁob-?o&&um locations which the learner navigates to obtain critical
information (Gibbons et al., 1997). The latter implies the need for the designer
to create an integrated information and world-location structure.

Principle: Problem Information Structure

'The information structure for an individual learning problem includes the set of
data or facts required to pose it (the problem statement) and solve it (the solving
resources). The information includes data to be used by the model specifying
\.&m problem environment, initial problem states, desired terminal states, and
important intermediate solution states. The information structure is necessary
to stage a problem, judge solutions, and provide augmentations like coaching
and feedback. This information can be captured in several forms: as a database
a set of production (if...then) rules, or as a computable mathematical model. Hm
is significant that the activities of problem-based learning “tutors” in dispensing
problem information must be clearly specified, as well as the information itself,
for the instructional method to work as expected (Barrows, 1988). ,

3. Control Function: Provide User Controls

The control function of a simulation design describes the means by which a
learner can convey messages that influence the unfolding of the content, strategy,
or other dynamic elements of the experience. The design of control systems can
be challenging because learner actions take place within a dynamic context and
must make use of a history of previous information and control exchanges.

Principle: Controls for Each Main Function of the Design

Control systems consist of sets of special-purpose controls that serve needs
related to several simulation functions: (1) controls that allow the learner to
act upon the model; (2) controls that adjust patterns of augmentation; (3)
controls that adjust the representation of the model or the viewpoint mHoB
which the learner can observe the model; and (4) controls over personal data
reporting for monitoring outcomes, performance, progress, trends, history,
and scheduling. Goals for simulation and microworld control design EnE&m“
maintaining simplicity, keeping controls transparent, determining priorities
among controls, and planning corditions under which controls may be made
available or withheld.

Regarding controls that act upon the model (#1 above), Crawford {2003)
proposes that J.Wm first rule of all interactivity design is to start with the verbs”

e P .1 n
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“During this process you are specifying what the user does, nof what the screen
looks like or what the program will do or how it will work? (p. 94, emphasis in
the original). The design of multiuser control systems adds complexity, but it is
also approachable using Crawford’s linguistic metaphor. New actuation devices
make available new terms in the language of controls, including body-part
movement, gesturing, sounds, balance displacement, spoken words, whole-body
displacernent (Jocomotion), eye movement, facial expression, panel touch, and
others (see Moggridge, 2007). These devices supply “verbs” with which a learner
can communicate control to the model.

Augmentation controls (no. 2) are for expressing the strategic decisions the
designer makes accessible to the learner. In microworld design, this includes
controls that modify levels of support or request help. In the design of micro-
worlds the design of control systems is especially important because learners are
asked to construct models and operate them to conduct experiments. Design-
ing an efficient and intuitive control set for model construction and operation
represents an additional challenge. In terms of strategy, Crawford’s nouns are
augmentation elements that can be acted upon and his verbs express actions
that can be applied to them.

Controls over representation (no. 3) must allow the learner to select elements
of the representation to be visible or hidden and must allow the learner to select
a vantage point for viewing the environment and its contents. They must also
allow the learner to navigate the visible and virtual world created by the model,
its augmentations, and all of the data-containing locations associated with them.
Representations of models must change state as the variable values of the models
themselves change. Moreover, models can be viewed from different perspectives
or in different manifestation modes (schematic, realistic, surface, inner workings,
etc.). Crawford’s nouns and verbs in this instance are representational elements or
effects that can be operated upon and operations that can be applied to them.

Finally, the designer must make information available that the learner can
use in making decisions. The data reporting function can give the learner much
information about progress, status, and scheduling. Data reporting controls
(no. 4) must be designed that give the learner access to this information. In
this case, Crawford’s nouns and verbs consist of data elements and operations
upon them.

4, Messaging Function: Generate Message Units

Message structures are the basic building blocks of simulation-to-learner com-
munication. An interactive conversation with a model takes place at the level
of numerous individual messages that pass between the learner and the simula-
tion. Message structures are also the vehicle by which other functions of the
simulation—the augmentations, the controls, and the data management—express
themselves to the learner. Message structure is an important design feature
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that are used by live instructors and tutors during the conversational process
(Barrows, 1998).

The messaging language created by the designer is the complement of the
control language described earlier. Together they define the quality of the in-
bound (through controls) and outbound (through messages) communications
that can take place. They constitute the heart—invisible and abstract—of the
design of a learning interface.

Principle: Message Elements

Messaging can be implemented using the fully adaptive conversational capabili-
ties of a Iuman tutor or can be simplified and routinized for fmplementation
on a computer. Computerizing messaging constrains a design according to Fox
(1993), and adjustments like the following may be required:

« Interruptions by the learner should be possible

» Thing reference (pointing) and object sharing should be more formal-
ized

= Silences should be flagged with intent

+ Communication of backchannel cues (emotional states, body language,
attitude) should be facilitated

« Multiple sequential messages should be possible from the same speaker
without a break {e.g., musings “aloud”)

» Short delays in correction might be deliberately used to signal to the student
the need to think and respond again

+ Ways should be found to make the learner’s process actions (thinking)
known to the tutor.

All of these have the effect of replacing in technology-based tutoring some
of the subtle cues that are lost from human-human tutoring.

Principle: Approaches for Structuring Messages

Several theorists and researchers have described systerns for: (1) structuring
conversational instruction or (2} analyzing the message structure of instructional
conversations (for instance, see Horn, 1997; Merrill, 1994; Sawyer, 2006; Sirmon
& Bover, 1974; Smith & Meux, 1970).%

Principle: Execution-Time Construction of Messages

Messages can be constructed from a set of primitives at the time of instruction,
in response to a momentary strategic need. For example, most designers provide

16, Editors’ note: These different approaches should be accompanied by situationalities that
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Table 8.1 Message Elements that might be Included in a Typical Faedback Message Following a Learner Action

Message element Message intent

<right/wrong notification>  That was not an appropriate choice at this point.

<the learner’s response> You increased the temperature to <value>.

<expected answer> You should have decreased the temperature or increased the
pressure in the deposition chamber.

<why correct/expected> This would lower condensation index below <value> and
initiate deposition.

<correct principle> Deposition cannot take place when the condensation index falls
in the area above the Critical Value line shown in red on the
Condensation Index chart.

some type of feedback during instruction to follow learner responses: either to
confirm or to correct. These messages are usually a composite of smaller message
clements like those shown in Table 9.1. A designer’s personal design philosophy
might choose a different set of message elements and a different way of combining
them, but the principle of message generativity would still apply. Therefore, the
example in Table 9.1 shows only one of many possible combinations.

Drake, Mills, Lawless, Curry, and Merrill {1998) use this method to generate
all of the necessary presentation-, demonstration-, and practice-related messages
for a simulation that teaches the operation of a canallock system. One advantage
of message generation is that the composition rule can be made context-sensitive,
so that messages can strategically increase or decrease the degree of support
given. This is a requirement for truly adaptive instruction.

5. Representation Function: Generate and Assemble Representation
Elements

New technologies for computer-generated representation are developing rapidly.
One of the forces behind this rapid advance has been the need for better visualiza-
tion systems for simulations. Today the creation of two- and three-dimensional
worlds through representation is an important area of innovation.

The representation function of a simulation design is the most visible and
tangible. Its design involves all sensory elements of the simulation experience—
sights, sounds, tactile sensations, and kinesthetic sensations. The representation
function design describes all sensory experiences that will be staged and how they
will be integrated and synchronized. All of the structures described to this point
for content, strategy, controls, and messages are abstractions and become visible
only through representation design. Therefore, representation is the bridge that
Jinks abstract design elements with specific symbolic media elerpents.

The representation of a simulation can be dynamic and can be constantly
changing. Simulation representations are driven by and reflect current model,
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strategy, control, and messaging function states. Microworld designers must
provide the visual and other sensory elements of an interesting and intuitive
model-building work space as well as a model-running work space.

The representation function is driven by messages. It maps message elements
to representation elements. Computer-based simulation representations can
be created in two main ways: (1) from static, premade representation elements
drawn together to satisfy a momentary need; or (2) through data-generated
graphical forms whose position and motion are computed. Some simulations
combine these methods.

Modularity of the representation functions can allow the style of representa-
tions to be changed without disturbing the workings of other functions. Zen
Garden (Mezzoblue.com) for instance, gives an example of how the innovation
of cascading style sheets (CSS) allows identical message elements to be given
multiple, diverse visual surfaces. CSS is a tool for modularizing some of the
functions of representation.

Principle: The Representation Refresh Cycle

The most important task of representation in a simulation is to make the op-
erations of an otherwise invisible model visible (Collins et al., 1989: Gibbons,
2001). The representation of model states must change according to the cycles
of the model.

Principle: View Perspectives and Styles

A model can be viewed from different vantage points. Moreover, it can be viewed
in different stylized forms. Designers should determine whether there is advan-
tage in giving the learner alternative viewing positions in real or metaphorical
space. Adequate model representation may also require multiple styles, such as
schematic, conceptual, or realistic representations. Views of a cause—effect model
being operated upon may include a realistic view of controls and a symbolic view
of the internal effects of control manipulations.

Principle: Message-to-Representation Mapping Rules

Every message that can be formed must be given representation. In some cases,
messages and representations are mapped one-to-one, meaning that for a single
message element there is a single stored or generated representation. In some
cases, however, a designer may specify that a single message be given multiple
representations simultaneously, or that multiple messages be combined for
representation by a single representation element. For example, single message
unit {(<correct answer>) giving feedback following a learner’s response, may map
to multiple simultaneous representation elements: the learner’s response turns
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green, a success tone is heard, a text message appears. The value of thinking in
terms of message units and representation elements separately becomes clear in
this case: a single rule can be expressed to describe the relation between message
units and representation elements. Similarly, a rule can be expressed that causes
a particular combination of message units to trigger a single representation.

Principle: Display Assembly and Coordination Rules

The coordination of a simulation display involves synchronization. Mayer (2001)
has described the importance of timing in the appearance of media events related
to the same message unit. It is significant that some of the most popular devel-
opment software is based on a timeline structure for the coordination of media
representations. Future tool versions may allow the designer to coordinate media
events with message units, strategic events, and model events as well. Rules for
the execution of the continuously changing displays must also be designed.

Principle: Rules for Manipulating Time and Space

Instructional simulations telescope time and space; they speed up processes that
are slow and retard processes that are fast so that they can be observed. Simula-
tions are time machines that interleave learner actions with model actions in
warped time. Repeated practice under simulated conditions can concentrate
greater amounts of practice into instructional time. Altered time can contribute
to the efficiency of learning, but in order to prepare learner performances for
the real world, timing must eventually tend toward real-world speeds as the
learner’s ability permits.

Space is likewise manipulated by simulations. Virtually all simulations create
action spaces larger than the simulation itself requires. Simulations compress
space by allowing learners to zoom (in and out) and navigate imaginary spaces.
A simulation designer should thoughtfully address maximization of time and
space.

Principle: Rules for Representation Trace

A simulation’s effectiveness depends in part on the ability of the learner to de-
tect changes in represented model states in response to actions on the model.
However, information of even greater value lies in visual vectors that we will call
traces that represent trends of change. Using a representation trace, alearner can
pose and answer questions using the information history the trace provides. A
trace preserves a record of interactions among input variable settings, internal
maodel forces, and output variables.

A simulation designer must consider how to choose traces to make visible,

how to allow the learner to construct traces, how to facilitate navigation through
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comparison are facilitated, how to highlight important elements of traces, and
how to help students to see patterns within traces and interpret them. Examples

of trace are provided by Edward Tufte (1997), Wurman (1997) and
’ Edgert:
(MIT-Libraries, n.d.). ) and Edgerton

6. Media-Logic Function: Execute Representations and Computations

The media-logic function executes representations and carries out the logical op-
erations that allow simulation events to occur. This can also include calculations
and data gathering, Not all simulations are computer-based, but all simulations
require that the media-logic functions be carried out. The media-logic function
ofa design enacts the conceptual structures from all of the other functional areas
of the design, giving them dynamism and synchronizing their operations. Ac-
moa&mm to Gibbons et al. (2001), “this is the place where the designer’s abstract
Instructional constructs and concrete Jogic constructs [of] the development
tool come together”

The media-logic design must incorporate: (1} instructions for executing the
models; (2) instructions for coordinated execution of the augmentations; (3)
Emﬁsnmomm for accepting learner responses and control actions; (4) instruc-
tions for forming messages; {5) instructions for providing representations to the
learner; and (6) instructions for collecting, storing, processing, and displaying
personal data the Jearner can use in decision making about learning,

Media-logic for human-based simulations can be challenging, because hu-
man tutors require guidelines that are robust to individual differences while
preserving the discipline of the design. Computer-based designers must take into
account available hardware and software infrastructure; distribution methods;
location of processing; processing and networking loads; facilities for m&ﬁ&m
wﬁmmgcq of development skills, tools, and processes; availability of mx@mimmm
in subject-matter; life cycle software plans; and security issues.

Modularization of the media-logic function is an important consideration
for long-term maintainability of a simulation. Baldwin and Clark (2000) de-
scribe how modularization of computer operating system software designs by
IBM set the stage for a revolution in the economics of both computers and
software. It has been proposed that the monolithic nature of earlier systems
has been an obstacle to integration with other advanced simulation-centered
tutoring components. A modular architecture for simulation design can provide
advantages from component reuse, improved maintainability, rapid adaptation,

and support for a range of tutorial applications as shown by Munro, Surmon
and Pizzini (2006). u

7. Data Management Function: Manage Data Resuiting from Interactions

.H.?m data mapagement function of an instructional simulation supports and
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from the existing concept of computer-managed instruction AQ,\E by mm&bm
functions that incorporate recent actions by the learner into n.mmopeow making
in which the learner participates. The data management function supports the
learner’s negotiation of instructional event sequences; it records large arnounts
of data at a (potentjally) high degree of granularity, it stores the data, .\Em:\.ﬂmm
it, interprets it, and provides reports to the learner that can be used to monitor
progress and make instructional decisions. . et

In the principle statements below, the wording suggests that the data col mn.wos
and analysis functions are assumed to be computerized. However, the principles
pertain to noncomputerized simulations as well.

Principle: Sampling Points and Variables

Data collection points are defined in terms of the computational cycle of Pm
models, which will be either event-driven or time-driven. At data oo:.mnﬁoﬁ
points, values are recorded for specific variables and stored for analysis and
interpretation—-some immediate, and some later.

Principle: Interpretation Variables and Rules

Interpretation variables accumulate the values that resudt from Eﬁmw?mﬁmaob of
raw interaction data. They store interpreted values that are determined by rules
and formulas supplied by the designer. Interpretation <mi.mzmm may themselves
be subjected to further analysis aimed at reaching conclusions m_unE Eo. state of
the Jearner's knowledge, the attitude of the learner, and the growing skill levels
of the learner.

Principle: Data Gathering Framework

The designer must specify the timing of the analysis and Ea.w.ﬁawﬁmow mﬁmm
events. These events use interpretation variable values in making instructional
decisions. The data gathering framework describes these o_wmumﬂoﬂm and the
storage and reporting of data to the learner for decision making as well.

Principle: Reporting

The simulation designer should specify the points at which EmoHEmm.ow is Bm.mm
available to the learner. These points should at least coincide with decision making
points at which the learner is given choices. Learner progress and performance
data may be shown to take advantage of the opportunity to teach the learner
how to use data reports in making learning decisions.
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Conclusion

Simulations are particularly powerful and effective because they enhance student
vigilance and scanning skills, enhance student integration of skills in varied per-
formance contexts, adjust to varied learning rates through dynamic performance
scopes, and help learners see patterns over time in dynamic systems. We have
described a number of specific principles which can guide design, and while space
liritations have kept us from including all of the possible guidance principles,
we believe that this chapter helps identify the current state of knowledge for a
common knowledge base for the design of instructional simulations.
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